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Containers




q1at are containers?

We (thg gregte"
- OK, so what is Oper
+ The multitenant

Traditional OS Containers
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LIBS A LIBS B LIBS LIBS LIBS A LIBS
HOST OS HOST 0S

HARDWARE : HARDWARE



aRtainers are not new

The concept of containers is not new

chroot was the original “container”, mtroduced in 1982
Unsophlstlcated in many ways Iackmg the following:
cow - i
Quotas
I/0 rate I|m|t|ng .
cpu/memory constraint
Network Isolation o :
Brlef (not exhaustive) hlstory of sophlst ated;UNIX hke contalner technology:
2000 - FreeBSD jails o : g
2001 - Linux Vserver
2004 - Solaris Zones
2005 - OpenVZ
2008 - LXC (This is where things start to get mterestlng)
2011 - Systemd nspawn
2013 - dotCloud releases Docker (later renames itself to Docker Inc)
2015 - runC is released under the purview of Open Container Initiatives
2016 - containerd - runC orchestration daemon




Layered Images

VS

Base Images




2 VS Layered Images
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History Lesson




FLIBS happened.

Q'ra' PrOJect Leader)
ﬂm I heard about we should deploy one!

Matt Miller, Fedora’s Fearless Le
“There’s this open source Iayered im
(Paraphrasing) -

'"

Initial discussions estimated about four We’eks of-Wofk to deploy'a new service in the Fedora Infra
and tie it into various build, test, and messaging services.
There was an incorrect assumption that it was a finished product

JC



OSBS History

Phase 1
Single-Node bwlder e
Finished in a few months
Image Format V2, Reglstry v2 Mamfe
Phase 2 |
Scale-out deployment .
Fully compat with Image Format v2, M
Automated tests can be tied to the o
RelEng is able to then' _promote‘?::i"mage_ ,uc,_lon" or "stable" registry/tag/repository
Phase 3 (Happening Now) e e T
Image Registry Scale-out - Done :
Search/Advertise image registry - In fllght
CVE/Security metadata for updates - PIannlng
Phase 4
Orchestrator/Worker Architecture
Multi-Arch

ginal implementation









OpenShift

SELF SERVICE

" SERVICE CATALOG

OPENSHIFT o_. DLEWARE, DATABASES, ....)

BUILD AUTOMATION

S T B B D e T N

APPLICATION LIFECYCLE MANAGEMENT
(CI / CD)

CONTAINER ORCHESTRATION & CLUSTER MANAGEMENT
(KUBERNETES)

DEPLOYM ENT AUTOMATION

gﬂ S ;

NETWORKING = STORAGE  REGISTRY e

METRICS

SECURITY

_ INFRASTRUCTUREAUTOMATION & COCKPIT

CONTAINER RUNTIME & PACKAGING
(DOCKER)

ATOMIC HOST

Fedora / CentOS / Red Hat Enterprise Linux

Physical Virtual Private Public




Container Container

Container Container : ’

Container Container

REST API

Scheduler

Container Container

Container Container

Container Container



% Release
Engineering




lease Engineering

What is Release Engineering?

Making a software production plpelme that |s Reproduable Audltable Definable, and Deliverable
It should also be abIe to be automated L

Definition (or the closest there really |s)

“Release englneering is the dlffer ce between mariufacturing
software in small teams or startups and manufacturing
software in an industrial way that is repeatable, gives
predictable results, and scales well. These industrial style
practices not only contribute to the growth of a company but
also are key factors in enabling growth.”
; - Boris Debic of Google Inc



Layered Image
Build Service




OSBS

OpenShlft Build Service e - -
Takes advantage of OpenShift's bwlt in Bund prlmltlve Wlth a ”Custom Strategy” and BuildConfig

This defines what can be the inputs to a buﬂd:’{_-;__» .
Relies on OpenShift for scheduling of build ta thmughout the cluster
Presents this defined component to der ers as CLI and Python API
osbs enforces that the inputs come fmm rees

Git repo for source Dockerfile, git c t
BuildRoot - limited docker runtime

Firewall constrained docker brldge interface e

Unprivileged container runtime with SELlnux Enforcmg

Inputs are sanitized before reaching to build phase :

- Unknown or unvetted sources are dlsallowed by the system

Uses OpenShift ImageStreams as input sources to BuildRoot

Planned utilization of OpenShift Triggers to spawn rebuild actions based on parent image changes
Factory 2.0 will also launch new builds for when RPM content changes




DSBS - Continued

atomic-reactor :
Single-pass Docker build tool used mSIde-

constrained buildroot in OSES

Automates tasks via plugins, such as:
pushing images to a registry when succes
injecting yum/dnf rep05|tor|es in
sanitization/gating) S
change base image (FROM) in yo
match that of the registry avallable in
tests after image is built o

Gatlng of updates e

Automated tests can be tled to the output of OSBS -

RelEng is able to then "promote" images to a "productlon" or "stable" registry/tag/repository

'ﬂibiqircé‘{ .'o‘_'f your packages for input

tedbudrootrun simple



Build System

OpensShift Origin i : ; : 0 3 Candidate Images
osbs-client API s :




Fedora Layered : o i
Image Maintainers . A
e ' Registr

Candidate Images

Stable + Updates

RPM Builds

Container-build

DistGit ISO & Cloud Images

Dockerfile

Service “in

Tests
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Docs
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OSBS - Orchestrator
- o - OSBS - x86_64 Worker
OpenShift Origin |

atomic-reactor OpensShift Origin

osbs-client API .
atomic-reactor

Users
osbs-client API
Koji
RPM Builds Registry
Container-build -
:SO & Cloud Openshift Origin Candidate Images
Toes ; Stable + Updates
atomic-reactor
fedpkg . osbs-client API Server
D|StG|t container-build - Dep|0yments
Dockerfile N e
Service “init” / OSBS - ppc64le Worker
Scripts
Tests OpensShift Origin
pocs atomic-reactor
Fedora Layered osbs-client API

Image Maintainers



ara’s Implementation

DistGit (“Distro Git") o = - Repistry
Each Branch = Fedora Release =~ : - Upload/download destination, point
master branch is Devel (codename "Rawhlde’) s -‘-of dis.tribution_

E‘Orchestrator

Fedora Package Maintainer helper tool _
: ' OpenShlft Cluster that orchestrates the builds

Manages distgit branches -
Initiate builds (local and remote, mock ~ across the arch-specific
mtegratlon) e Kol pomt of contact

Much more ... A e ek

Koji ' - Fedora Package Maintainer helper tool
- Fedora’s authoritative build system L ~+  Manages distgit branches
Everything for Fedora is built here or it’s-build -+ Initiate builds (local and remote, mock
is integrated here integration)
Live USB images, DVD ISOs, IaaS Cloud Images,  Much more ...
RPMs, Docker - Koji-containerbuild
This defines what can be the inputs to a build - Plugin to orchestrate builds between f
Koji and OSBS



essons Learned



Questions?

n : CONTACT:
maxamillion@fedoraproject.org

@TheMaxamillion
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